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To investigate the influence that GA selection methods have on 
the solution of the SALBP

Objectives
• To compare the performances of ES, RWS, TS, and SUS in the 

solution of the SALBP-1 and SALBP-2
• To determine the effects that other GA parameters, viz. population 

size, selection rate, and penalty have on the performance of GAs
for SALBP

Manufacturing Systems
▪ Manufacturing systems design begins with the solution of the 

assembly line balancing problem
▪ The simple assembly line balancing problem (SALBP) is used to 

determine the assignment of tasks to workstations
▪ The Type I simple assembly line balancing problem (SALBP-1) 

minimizes the number of workstations for a given cycle time, 
and the Type II does the converse

▪ SALBP-1 and SALBP-2 are NP-hard
(Becker, C. and Scholl, A. 2006)
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GA Selection Methods
▪ Selection methods are used to select members of the 

population for mating
▪ A selection method that is too aggressive causes early 

convergence of a GA, and one that is not sufficiently aggressive 
converges too slowly

▪ There are two main types of Selection Methods
o Proportionate Selection
o Ordinal Selection

(Sastry, K., Goldberg, D. and Kendall, G., 2005)

BACKGROUND

Genetic Algorithms
▪ Genetic algorithms (GAs) are evolutionary algorithms based on 

natural selection
▪ The performance of GA populations improve as generations 

evolve through the use of genetic operators
(Holland, J. 1975)
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Proportionate Selection

Roulette Wheel Selection 
(RWS)

Stochastic Universal Sampling
(SUS)

Ordinal Selection

Elitist Selection 
(ES)

Tournament Selection
(TS)

AIM & OBJECTIVES

METHODOLOGY RESULTS

GENETIC ALGORITHM

1. Develop Algorithm

2. Develop Test Parameters

Reduced GA Full GA
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Stochastic Universal Sampling
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3. Design Experiments

𝑵 𝒑𝒔 𝝀

[100,500] [0.25,1.0] {1,10,100,1000}

Data Sets

(Becker, C. and Scholl, A. 2006)

𝐶 = 11; 𝑚 = 5

(Scholl, A. 1993)

𝐶 = 55; 𝑚 = 11

Tests

ANOVA Parameters

Examples

▪ 80 combinations of experimental levels

▪ 10 replicates per combination

▪ 𝛼 = 0.001

▪ All experiments not run for SUS

▪ Total of 25,600 experiments

GA Parameters
𝑝1
∗ = 0.1; 𝜀 = 0.000 1; 𝑝 ഥ𝑚 = 0.1; 𝑝𝑚 = 0.5; 𝐺 = 500

Reduced GA

➢ Convergence Times
▪ The experimental results were in close agreement with the 

analytical solutions for the Reduced GA
▪ Maximum convergence times were closer to the predicted 

average convergence times
▪ RWS performed the best and SUS the worst

Full GA
➢ Test Parameters
▪ The results of the Full GA were not consistent with those of 

the reduced GA
▪ Convergence times varied between SALBP-1 and SALBP-2, 

and also with the size of the problem 
▪ The observation for convergence times was consistent 

across all parameters

➢ GA Parameters
▪ Selection Methods were unaffected by population size
▪ The magnitude of penalty in the fitness function had the 

largest effect on Selection Methods

➢ Other Parameters
▪ Trends in the results were consistent across the correlation 

parameter, 𝑑𝜌, the generational growth rate, ത𝜙, and 

generational diversity, 𝛽Δ
▪ The ranking of Selection Methods across all parameters was 

as follows

REFERENCES

ADVANCES IN DATA SCIENCE 
AND AI CONFERENCE 2022

Initial Population

Fitness

Selection

Crossover

Mutation

Resizing

Termination

Seeding

Other Performance Parameters

𝑑𝜌 = σ𝑔=1
𝐺−2 𝜌𝑔+1

2 − 𝜌𝑔
2

Τ1 2

ത𝜙𝑔 = ൗ
𝑝𝑔+1
∗

𝑝𝑔
∗ 𝑔 = 1,⋯ , 𝐺 − 1

Fitness Correlation

Generational Growth Rate

Generational Diversity Δ𝑔 =
𝑢𝑔−1

𝑁
𝑔 = 1,⋯ , 𝐺

ES RWS TS SUS ALL

Selection Rate

Penalty

Population


